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) SRE: Process (Review)

r 5 aeps In SRE Define Necessary
process. Reliability
%) Pfine necessary
reliability
= Develop

operational profiles
= Preparefor test
= EXxecute test

= Apply failure data
to guide decisions

Execute Test

Apply Failure Data |
to Guide Decisions |-
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=) SRE Tools: Reliability Growth

Output

Failure
data

= S

Time(s) | Cumulative Failures in
Failures interval
30 2 2
60 5 3
90 7 2
120 8 1
150 10 2
180 1 1
210 12 1
240 13 1
270 14 1
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Collecting failure and test time information

= Calculating estimates of model parameters using
thisinformation

= Testing to fit amodel against the collected
information

= Selecting amodel to make predictions of
remaining faults, timeto test, etc.

= Applying the model
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Available Options /1

= Selection of atool is one of the important decisionsin E
performing the SRE studly. -
= An inappropriate choice may not handle the type of data !
collected for the project, or does not have arobust set of
models that may fit to the project to make accurate
predictions of important information.

= Engineers may choose between:

= Using a general-purpose application program such as a spreadsheet
or astatistical package such as SAS and developing their own
models using a general-purpose programming language such as
JAVA or C.

= Using ashareware, freeware or commercially available SRE tool.
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| "?'i; Available Options /2 =) Selecting SRE Tool /1
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Advantag&e of dedicated (commercial or freeware) SRE tools: - — = Criteriafor selecting SRE tools:

= Provide agenera framework for reliability estimation and prediction.

= Availability of the tool, either in-house or on a network,

= Provide most of the features needed in executing a software reliability 3 for running on the company’ s computer system(s)
analysis, resulting in a decrease of programming time. RE|

= Comparing multiple models on the same failure data and changing the - . W
analysisto use adifferent model is easier to accomplish. = = Number of studies likely to be done

= Provide better error detection because many potential types of errors Types of systems to be studied

have been identified and are checked for automatically. The chance of a Quiality of the tool documentation and support
bug in the tool itself isvery small. g

= Thebasic structure of the models is from the theories developed by
academic researchers and uses the terminology of those models.
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2 lSelecting SRE Tool /2

= Criteriafor selecting a SRE tool: (contd.) __ = All of the SRE tools use one of two basic
= Ease of learning the tool types of input data:
= Flexibility and power of the tool : « time-domain data

= Goals and questions to be answered by the study (i.¢., time-between-failures data)

= Models and statistical techniques understood by the
anayst

= Schedule for the project and type of data collected = interval-domain data
& f

[Input Data Specification /1

= Tool’s ability to communicate the nature of the model : (i.e., failure-count data) s /4
and the results to a person other than the analyst (e.g., the - T () N
end user or a manager). = | —
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= 1 Input Data Specification /2 1 Input Data Specification /3

— 1) T| me Of fa| I ure Time bésed failure sPecification E ) Failure based féilure vspevcification
Eglure Failure :T;I:Vr; E Time(s) Cu:nulallve Fallur:sln
H H J 2 Failures interv:
2) Timeinterva (raws) | (b T 2) T ;
: 1 10 10
between failures e T R :
3 32 13 3 . .
3) e = w 3) Cumulativefalure fo— .
T : uptoagiventime = » :
7 88 18 a: .
4) 8 103 15 % ] 4) Fal I ures zjz ij 1
— i experienced in a
u 169 19 i 1 1
N EE time interval
13 231 32
14 256 25
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SRE tool repository:
SMERFS

SOReI 1. Open channel software:
h

SRMP

ProConf

Relex

MEADEP
(MEAsure and
DEPendability)

etc.

ility_Analysis/

2. Univ of Maryland
http://www.enre.umd.edu/tool.htm
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ttp://www.openchannelsoftware.org/discipline/Reliab :

' SRE Tools (cont’d)

ACARA II: Availability, Cost, And Resource Allocation,
Version 2 (no charge per Iicense)
= ARAM: Automated Reliability/Availability/Maintainability, *-
Version 2.0 ($400 source code license) E
s ETARA: Event Time Availability, Reliability Analysis

($200 source code license)
= GO: Graphics Oriented Program ($150 source code license)
= HARP: Hybrid Automated Reliability Predictor, Version 7.0:-

($500 source code license, for Unix or PC)
= HARPO: Hybrid Automated Reliability Predictor Output
Graphics Display ($150 source code license)

= SPRPM: Software Problem Report Metrics Program (no
charge per license, requires EXCEL)
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= SRE Tools: SMERFS /1

— = Statistical Modeling and Estimation of Reliability
Functions for Software

= SMERFS isapublic-domain software package
designed and implemented at the Naval Surface
Warfare Center.

= SMERFSisaprogram for estimating and predicting

thereliability of software during the testing phase.
= Thebody of codeisin Fortran.
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3 SRE Tools: SMERFS /2

= |t offersflexibility in data collection and provides
multiple time domain and interval domains.
Therefore useful for multi-model debugging.
= SMERFS prompts the user for the name of the
= History file
= Plotfile
= |nput datafile
= Output datafile
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. History file isan output file created by

SMERFS. Itisatracefilethat containsall of -

the user input and SMERFS outputs for a
particular run so that the user can go back
and look at therun at alater time.

= Plot file contains the raw output datain
plotting results.
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SRE Tools: SMERFS /4

— = Input data file contains the failure history dataon
which SMERFS will actually operate to produce the-
reliability estimates and predictions.

= The user must also specify the type of data
contained in the input data.

= |f the selected data type does not correspond to the
type of data actually in the input file, the estimates
and predictions made by SMERFS will not be valid. -

far@ucalgary.ca
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SRE Tools: SMERFS /5

which SMERFS will write failure history data
created or edited by the user during the current
SMERFS session.

= Thisisdifferent from the history file, since the
history fileis atrace file which records al user
input and SMERFS responses.

= The output datafile can be used in subsequent
sessions as an input datafile.

= Theoutput fileisin SMERFS format, not ASCI|
format.
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= Output data file isafile that the user can specify to

msgi.

v,

|

'SRE Tools: SRMP /1

Statistical Modeling and Reliability Program

= The SRMP was developed by the Reliability and Statistical
Consultants, Limited of UK in 1988.

= SRMP isacommand-line-oriented tool developed for an
IBM PC/AT and also UNIX based workstations.

= SRMP contains nine models.

= SRMP uses the maximum likelihood estimation technique to :
compute the model parameters, and provides the following
reliability indicators:

reliability function, failure rate, mean timeto failure, median time to
failure, and the model parameters for each model.
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= ‘f SRE Tools: SRMP /2

SRMP reguires an ASCI| datafile asinput.

= Thefile contains the name (or other identification) of the project, the
number of failuresinvolved in the reliability analysis, and the inter-
failuretimes of al thefailures.

= Theinput file also specifiesthe initial sample size used by SRMP for the

initial fitting of each reliability model to the data.

= Theremaining failures are used by SRMP for assessing areliability
model's prediction accuracy.

= Theinput file contains certain mathematical parameters, chosen by the

analyst, which are needed to initiate and control the SRMP agorithm’'s -

search for a convergent solution.

= Analysts must be knowledgeable in setting up the datafile, as many
parameters are at their discretion.
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) SRE Tools: SoftRel /1

s Characteristics of SoftRel

= Console-based application written in C (about
1300 lines of code)

= Source codeisavailable
= Oneinput project file (formatted text)
= Generates one output file (CSV)
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“a The fundamental differenceisthat SoftRel isa
simulation tool, rather than areliability growth
modeling tooal, i.e., one can simulate the
[ nterdependenu es between components.

= Example: what will be the effect of producing more
documentation vs. more coding? (assuming
requirement-design-coding-test lifecycle)

» SoftRel uses Piecewise-Poisson Markov Processto

simulate project occurrences

= Limitations: SoftRel islimited to studying aprOJect
that has the standard waterfall lifecycle.

LTV ¥ Gl
@C&I GARY

far@ucalgary.ca 23

= SORel isaMacintosh-based reliability measurement
tool that was developed by LAAS, alab of the :
Nationa Center for Scientific Research in France,
in 1991.

= SORel is composed of two parts:

= Thefirst part allows several reliability trend tests. These -
tests allow us to identify whether the reliability function
isincreasing or decreasing so that an appropriate model
can be applied.

= The second part allows reliability growth model
application and contains 4 models.
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Jﬂ" Tools: SoRel /2

— = SoRé uses the maximum likelihood parameter
estimation technique and provides the following
reliability indicators:
mean time to failure, cumulative number of failures,
failure intensity, model parameters to eval uate other
reliability functions.

= Only one model is executed at atime. Execution

results are automatically saved to ASCI| fI|ESWhICh i

can be imported into spreadsheets or other
applications for model comparisons.
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i’f’ SRE Tools: SoRel /3
LI;'I\J

~ = SoRel usesASCII :
input files that are 5
created using a E
spreadsheet.

= Numerical results are
displayed on the
screen during
execution; the user &
can also request plots
of the data.
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SRE Tools: CASRE /1

o Computer -Aided Software Reliability Estimation Tool”
= CASRE is copyrighted by NASA.

s CASRE isaPC-based tool that was developed in 1993 by
the Jet Propulsion Laboratories to address the ease-of -use
issues of other tools.

= CASRE requires the Windows operating environment.
= |t has apull-down, menu-driven user interface and uses the

same model library as the SMERFS tool with the additional

feature of alowing linear combinations of models to create
new ones at the user’s discretion.

= Four combined models are permanently availablein CASRE

s CASRE ver. 3.0isavailable
(http://www.openchannelsoftware.org/discipline/ReIiabiIity_Analysis)
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1 SRE Tools: CASRE /2

CASRE alows an analyst to invoke a text editor or other application |
from within CASRE to create the ASCII input data set. The input data set -
contains fields for the test interval number, number of failures observed ©:
intheinterval, length of the test interval, fraction of the program tested,
and severity of the failure. e
= Oncethe datais entered, CASRE automatically provides the analyst W|th
araw data plot.
= CASRE provides the analyst with the ability to convert from time-
domain data to interval-domain data and vice versa. -
= Model parameters can be estimated using either maximum likelihood or =~
least squares decided by the analyst. After the application of several '
models to a data set, multiple model results can be displayed in the
graphical display window for analysis.
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operations to
transform or smooth
the failure data; the
user can select and/or
define multiple
models for
application to the data
and make reliability
predictions based on
the best model.
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; More Info

“a Download tools: :
= |EEE Software Reliability Engineering Working Group -

(SREWG)
@

http://www.srewg.org/Tools/
= SRE toolsrepository: B

= Center for Reliability Engineering at the University of
Maryland

http://www.enre.umd.edu/tool.htm

= Open Channel Foundation
http://www.openchannel software.org/discipline/Reliability Analysis
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How to use CASRE
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; CASRE: Introduction

= Software Reliability Estimation tool runni ng
on Windows

» CASRE extends the SMERFS package by
adding a menu based GUI

= Uses ASCII text input data files

= Displays resultsin tabular and/or graphical
form

= Can use many different models
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= The window where the input datafile is|oaded and _

displayed.
= Menu options allow the user to apply models and filters to
the input data. ]

= Graphical Display Window

= Displaysaplot of theinput data, aswell as the results of

any models applied to the data.
= Model Results Table

= Displays the tabulated results from the models that were

used in the calculation.
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7 ) Main Window

. The main window is the starting point for CASRE

sessions. Thisis the place where the user selectsthe - ]
models and filters to apply to the input data. .

= Menu Options
= File (Open, Save, Print, Exit)
= Edit (Change Data Type, External Application, Escape to DOS)
= Filters (Shaping and Scaling, Change time unit, etc.
= Model (Select and Run, Define Combination, Edit/Remove Models,
Parameter Estimation, Select Data Range, Predictions) |
= Setup, Plot, Help
CASRE ﬂ

Bl Edt Flters Model Setup PRt pep
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(i
s Provides the plots of the input and calculated data.
= Menu Options E

= Plot (Saveas, Draw from File, Setup  [EIEIE T
Printer, Print Plot)

= Results (Select Model Results, Model

Results Table) guond do bd =
o Dlsplay E,:::, s ST S el L
= Graphs - Time between failures, RUTTE AN S S
Failure counts, Failureintensity, Test 2 sm-iooomeieee ™0,
interval lengths, Cumulative failures, = o

Reliability J. AN | 'c
= Model Evaluation - Goodness-of-fit,
Prequential likelihood, Relative
accuracy, Bias, Biastrend, Bias
scatter plot, Model noise, Model
ranking
Settings, Copy, Help
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» Eachindividua data set on aplot hasits own unique symbol and colour. :

Model Results Window

Displays the detailed calculated results in atabular format. ™=
= Reliability estimates, parameter estimates, and convergence _
information are al displayed in this table for a selected

model.

= Menu Options
= File
= Results— Select Results, Previous Model, Next Model
= Help

[ Generalized Poisson Madel Results

Tast intarve
est interval

far@ucalgary.ca 36
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CASRE Data Input i Usmg CASRE 1

="u ASCII based text file with a .dat extension 3 | ] — 1. Prepare input data
= qu file formats _ . _ = Input data can be either failure count or failure =
= Time Between Failures (error #, time since last failure, - per interval data
fal_l e Se/enty CI ass) - d . <failure number> <number of natural or time
= Failure Counts (interval #, # errorsin interval, interval ~ — Samplefailure [ units since previous failure> <severity class>
length, failure severity class) E count data . - .
= Theformat of the file must be strictly adhered to 5 % 1
. . . . . 4 60 1
= No direct manipulation of the datafileisallowed - 5 9 :
but CASRE has menu links to common text editors A 1
9 120 1
10 215 1
@ﬂ% OO S0 PO PR ML O e o
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(% Using CASRE /2

Using CASRE /3

1 Prepare input data 2 Check if data shows reliability growth (trend test)
= Input data can be either failure count or failure = 3. Readinput file
per interval data 4. Select datarange ':
Samplefailure | Zauration of interval= 0.0 0 —severity dlass= ‘i'fé 5. Filter or smooth input dataif required
per interval . s 25 o o o . 6. Select parameter estimation method
geta L i 988 A 7. Select and run model(s)
% c} z-s § § § i 8. View and interpret model results
! 24 0 o 0 ! = Goodness of fit test
o 2 3 °0 9 0 ! = Model ranking
= Prediction based on plots
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3 CASRE Reliability Models /1 :;fi’ CASRE Reliability Models /2
At

e )
= Fallure Count models

3
= Time between failure models

= Geometric = Generalized Poisson
= Jelinski-Moranda % = NHPP
= Littlewood-Verrall = Schneidewind
= Musa-Basic E = Shick-Wolverton
= Musa-Okumoto = Yamada S-shaped
= NHPP E
%ﬁmm far@ucalgar.y.ca. B N et b s, oo w0, oo, b
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ey ICASRE Reliability Models /3
L
o = Combination models:
= Four predefined models
= Dynamically weighted
= Equally weighted
= Median Weighted
= Unequally weighted
= Other combination models can be defined

far@ucalgary.ca
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",'; Trend Check

iy = CASRE models should only be used on datawhere -
the overall reliability isincreasing as testing
continues.

= Reliability isincreasing if the mean time between
failures increases as the total number of failures
increases during testing.

= CASRE version 2 does not have the automatic trend
test option, so a visual inspection of the cumulative
failure plot is necessary.

= CASRE version 3 has an automatic trend test opti on,'
that will inform the user if the datais applicable to
thereliability models.
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 Trend Related Questions ...

~ = Isthe system reliability increasing,
decreasing or stable?
= Which reliability growth model fits best the
gathered data?

= Can the same model be used in all cases of
reliability growth, decrease and stable?

LTVELE Y G
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= n Rellablllty trends can be analyzed by “trend
tests’.

= Trend tests can be used to help determine
whether the system undergoes reliability
growth, decrease or stable reliability.

= Trend analysis also helps select appropriate
reliability model for each phase.
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1 Failure Data for Trend Tests

= Thetrend tests work with the failure data.

= Thetrend can be analyzed using

= Inter-failure times data (i.e. time of failure
known) or

= Failure count data (i.e. failure per interval
known)
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= Inter-failure Times Data /1

= Two trend tests are commonly carried:
= Arithmetical mean test
= Laplacetests
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;ﬁ"a’j; Inter-failure Times Data /2
Lﬂiﬂ ) ] _ _

— = Thearithmetical mean of the inter-failure
times consists of calculating arithmetical

mean (i) of the observed inter-failure times

A. L
T(I):TZQJ
j=1
= Anincreasing series of (i) indicates

reliability growth and a decreasing series
suggests reliability decrease.
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) Inter-failure Times Data /3

— = For N(T) as the cumulative number of failures"
over the time period [0, T], the Laplace factor:
u(T) isderived: i

1 2o Zgi

1220

u(i)=—"H—

Zl g 12(i-1)

]

= For the case that T is equal to the time of
occurrence of failurei.
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7z 'Inter-failure Times Data /4

~ » Negative values of the Laplace factor u(i)
indicate a decreasing failure intensity, i.e.,
reliability growth.

= Positive values of the Laplace factor u(i)
indicate an increasing failure intensity, i.e.,
reliability decrease.

= Vaues between -2 and +2 indicate stable
reliability.
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= Statistical centerof dataa =~ 1

N(T) n

N(T) 2, 2.6,

n=l j=1
= For thefailure intensity decrease, the interfailure
times 4 tend to occur before the midpoint; hence
the statistical center tend to be smaller than the
mid-interval.
= For thefalure intensity increase, the statistical
center tend to be larger than the mid-interval.

(UHIVLERTY O
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=) Failure Count Data /1
ANEE

= For thetime period [0, T], divided into k units of
equal length and for n(i) be the number of failures
observed during the time interval i, the Laplace
factor u(k) is derived by:

(i-0n()-(*?)

U(k)= i=1 i=1

n(i)
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1 Failure Count Data /2

Y = Negative values of the Laplace factor u(k)
indicate a decreasing failure intensity, i.e.,
reliability growth.

= Positive values of the Laplace factor u(k)
indicate an increasing failure intensity, i.e.,
reliability decrease.

far@ucalgary.ca 54
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(~z) Typical Plots /1

I
nik)

~ = Typical graphsfor
falureintensity ; \‘
n(k) and 2 K
cumulativefailure "=~ e s EER
intensi ty N(k) sNom
(kisnumber of % /_P——
intervals) i
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= Typical plot for %

the L aplace factor §J NG
u(k) ? +1 F':.:'::::“j:k
2 =
3
(k isnumber of \
intervals) ’
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“&) Typical Plots /3

~ = Typical plot for Laplace factor during
various project phases

Decrease of reliability [

k
~bt\..j:\ +—————+——+—+—1
'“—“:'.-"2\‘.{\:25:&;%;}?5

\:&ellabillty growth
-10 4
12 + .
Validation Fieid test Oparation

& & & B o R s @

= Selecting Models
" 9

~ = Typical plot for Laplace factor during
various project phases

Reliability growth (any reliability
Decrease of reliability / 1 growth model can be applied)
Only models allowing k
Increasing failure

intensity can be applied _ 1 w—u—g\ 2 nle s EE e
v

\?ellabmty growth
10 4
12 4 "
Validation Fiold test| Operation

e m e @

@ & &
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1 CASRE: Case Study Case Study (contd.)

. Project X isaweb based application for accessinga

database using a browser.

= Thisversion of the software is a minor release with
changes to the GUI display and data access engine.

= Two programmers were assigned to the project. One
programmer worked on the GUI, and the other on the;
data access engine. ]

= The project took approximately 4 weeksto complete.
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|
= A singletester was assigned to the project.

= The test phase was completed in approximately 25
hours (3 working days or 90,000 seconds).
= 136 failures were discovered during the testing.

= Using the dates and times recorded for the failures

discovered during testing, a “time between failures’ -

input file was generated for CASRE.

= The severity of al the failures was set to
= 1-Low Severity

far@ucalgary.ca




1 Time Between Failures Plot

’%r'; Trend Analysis

AN

T = EE ! - . are EE
= : = Laplace test shows reliability growth. 3
. l 5 o
. E L E
X ; ¥ ﬁ : i - = ﬁ 3
- - . Ilr - El ! - - E
J T i 7
{J N Y
7 T e
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) Project Results =1 Goodness of Fit Test
I
[ i 2 - > L . EE
= In order to determine which modelswould - On Grephic display window select: :
provide the best fit for the project data, the * Display > Groanessof it z
fol I OWI ng model swererun o Goodness of Fit: s1.dat H=F3 L_-
03 Plot Results Display  Settings Copy Help 07
= Geometric = Model Name KS Distance 9524 Fit? =
i [ i Geometric 8.811010e-002 fes g
h Jd | nSkI Moranda E Jelingki-Moranda 9.443151e-002 \ES E
i o 3 Littlewood —Yerral 7.504933e-002 Yes =
= Littlewood - Verrall =1 Musa Basic 9.203077e-002 fes =3
= MusaBasic 5 Musa-Okumoto 8.791571e-002 Yes 5
= Musa- Okumoto
CRIGAR 50, 0, 00, 90, 100 1T, CRICHRY S0, e, SO, o, feEo,  boo ben
@ far@ucalgary.ca 63 @ far@ucalgary.ca 64
) CASRE Model Ranking S | Display Resuls
i A
(L - ) L [Pl - . L
On Graphic display window select: E On Graphic display window select: 3
Display - Model rankings > Rank summary or - Results > Select model results =
Rank details : 3
Ry i -[o]] 'E Modolsfor which  Salect ModolRosus o Dislay e
et Beads Doy Sottngs ooy Hel g predictions canno 4
Model Name Rart Rehabiity |7 b displayed Modsls sxecuted Results fo display |7
Geomelric | 14656350 -001 g3 Jedinski-Moranda Geomelric 83
itewnad-Varr: 0 4877158 -002 E Musa Basic LitHlewoad=Verrall
Lm":‘sa E;J;y_mo?oﬂl ‘}‘ g 111?0 LE'I 2 I Musa-Chumoto 7
Jelnki-Horda 5 ) E | E
Help Cancel 0K -
p— ueara  ONlY 3 graphs can be displayed at atime
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Display: Cumulative Failures
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Interpreting Results /1

Tn Accuracy of estimation of the failure -
intensity A depends on the number of fail ures 5
experienced (i.e., the sample size).

= Good resultsin estimating failureintensity

are generally experienced for programs with *
5,000 or more developed source lines.

» Satisfactory results are obtained for program5*

with 1,000 or more developed sourcelines. -
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= Table below gives the time between failures
for a software system:

Error no. 12345678910;.2

Time since last failure (hours) 6 |4 |8 |5 |6 |9 |12|14 |16 |19 |-

= What can we learn from this data?
= System reliability?
= total number of errorsin the system?
= timeto (approximately) remove al errors?

(200 1350, 100, M50
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f“aﬁ; What to Learn from Data?
Lﬂiﬂ ) 3 .
— = Theinversesof the inter-error times are the
failure intensity data points (or error rate if

Error no. 1 2 3 4 5 6 7 8 9 10
Time since last failure (hours) | 6 4 8 5 6 9 1 14 16 19 x
Failure intensity 0.166 | 0.25 | 0.125 | 0.20 | 0.166 | 0.111 | 0.09 | 0.071 | 0.062 | 0.053
= L5
}‘\ 0+
g i’ é 82 3 .. Release time
ers o
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i‘é’ﬁ; Interpreting Results /2

N1

~ = Whenthefailureintensity A isvery large and the
trend indicates little chance of achieving the Ar by
the scheduled release date, what can be done?
= Adding additional test and debugging resources

= Adjusting the balance among the objectives for failure
intensity, development time, and development cost

= Deferring features

far@ucalgary.ca 74

1 Conclusions
§

= n CASRE isavauabletool for software
reliability estimation.
» CASRE iseasy tolearnand use. Itis

possible to become proficient at the software
in afew hours.

= For accuracy in the calcul ated results, _
CASRE should be applied to projects where *
the expected number of failuresis greater
than 40 to 50 failures.
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